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Abstract
Scientists studying in the fields of AI and neuroscience can learn much from each other, but unfortunately, since about the 
1950s, it has been mostly one-sided: neuroscientists have learned from AI, but less so the other way. I argue this is holding 
back both brain understanding and progress in AI. Current AI (“neural network”/deep learning algorithms) and the brain 
are very different from each other. The brain does not seem to use trial-and-error–type learning algorithms such as back-
propagation to modify weights and more importantly does not require the cumbersome rehearsal needed for trial-and-error 
implementation. The brain can learn information in a modular and true “one-shot” fashion as the information is encountered 
while the AI cannot. Instead of backpropagation and rehearsal, there is evidence that the brain regulates its inputs during 
recognition using regulatory feedback: form the outputs back to inputs—the same inputs that activate the outputs. This is 
observed through evidence from the fields of neuroscience and cognitive psychology but is not present in current algorithms. 
Thus, the brain provides an abundance of evidence about its underlying algorithms and while computer science tools and 
analysis are essential, algorithms guided by computer science should not be standardized into neuroscience theories.

Keywords  Catastrophic forgetting · Independent and identically distributed · Regulatory feedback · Salience · Biased 
competition · Rehearsing

Background/Introduction

There are three predominant research fields that tie into 
brain science: computer science which for this discussion 
includes mathematics and applied AI, neuroscience which 
includes neuroanatomy and neurophysiology, and cognitive 
psychology which includes studying reaction times and error 
analysis of stimuli responses.

Using neuroscience as the only focus of brain science, it 
is difficult to reveal how the brain works. This is because the 
brain is very dense and currently tools are not available to 
record in detail millions of neurons at once. Although meth-
ods such as fMRI and scalp electrodes (e.g., EEG) record the 
contributions of large numbers of neurons, they are smeared 
together obfuscating specific circuits. More focal record-
ings such as single cell electrophysiology may record single 
neurons but not how the (potentially multiple of thousands) 

neurons that connect to the recorded neuron are contributing 
to the neuron’s responses.

Likewise, cognitive science gives important clues on 
what affects processing but by itself also does not reveal the 
underlying neural mechanisms.

Thus, given the brain’s density and lack of access, compu-
tational models need to be created, compared, and evaluated 
in order to understand which computational structures are 
practical from applied perspectives.

The field of computer science provides realistic envi-
ronments, scenarios, and tools necessary to evaluate and 
benchmark complex models. Large scale AI and computer 
science models can provide insight and drive model selec-
tion; thus, such computational models are essential to assess 
understanding, research strategies, and guide experiments. 
To advance forward, computer scientists must incorporate 
algorithm design clues from brain scientists. Likewise, brain 
scientists, such as neuroscientists and cognitive psycholo-
gists (who could do better working with each other) must 
evaluate algorithm practicality using tools of computer 
scientists. Certain hypothetical configurations may seem 
like a good idea, work great as a small model of a limited 
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experiment, but not scale in complexity. Thus, multiple per-
spectives in addition to appropriate integration are essential 
to study the brain.

However, the current trends in academia and funding 
seem to be very computer science centric and that seems to 
cause problems.

Problems from the Computer Science Perspective: 
Rehearsing

Old movies, cartoons, and science fiction depict robots inter-
acting naturally in our environment; however, this has not 
panned out in reality. Although very capable robots have 
been created that dance, perform acrobatics, and gallop, they 
still do not interact naturally. Today’s learning and recogni-
tion algorithms (which include unfortunately named “neu-
ral networks”) may be powerful but they are deceivingly 
inflexible.

The inflexibility limits automated machine and robot 
application in real life environments safely, and even some-
times misleads experts: when are truly self-driving cars due? 
Training is arduous and requires big data and issues arise in 
real natural environments.

Currently, everything that may be in the real environ-
ment must be predicted during learning. Predicting the real 
environment is tricky. Moreover, if something is missing, 
new data must be captured and weights must be rerun and 
retrained from scratch. Thus, training for even semi-realistic 
natural environment interactions are beyond reach due to 
huge downtimes.

These difficulties ultimately exist because current algo-
rithms require rehearsal that is unnatural and unintuitive.

In order to successfully implement trial-and-error back-
propagation, the data needs to be rehearsed in fixed fre-
quency and random order. This rehearsal is described in 
mathematical terms as establishing independent and iden-
tentically distributed presentation order or iid rehearsal for 
short.

Implementations of iid rehearsal require mechanisms to:

1.	 Store all seen patterns for rehearsal.
2.	 Keep track of rehearsed presentations.
3.	 Retrieve stored patterns in random order and fixed fre-

quencies.
4.	 Generate error signals predicted in backpropagation.
5.	 The brain would need to rehearse at extremely fast rates 

when it encounters new information, faster than today’s 
computers in order to update the huge amount of data 
the brain stores.

The rehearsal paradigm is an attempt to solve an under-
lying problem with these models that is called catastrophic 

interference or forgetting [1–4]. Catastrophic forgetting 
describes how information fades away during learning. 
Rehearsal is a stopgap measure to manage this fading 
by periodically “reminding” the system with randomly 
selected patterns (because if the patterns are not random, 
something else may be forgotten). Beyond using rehearsal, 
this has not been solved satisfactorily [5].

Yet even if it is possible for the brain to rehearse patterns 
during learning using the iid criterion, this paradigm makes 
it difficult to quickly incorporate new information into the 
network as the organism encounters it. Any time a new piece 
of information needs to be learned, the new information must 
be trained with old information otherwise old information 
will be lost due to catastrophic forgetting.

This rehearsal is akin to a casino dealer shuffling train-
ing examples of everything we previously learned for any-
thing new we want to learn. Imagine spending a summer 
in Hawaii, and by not rehearsing other environments (e.g., 
winter scenes and desert scenes) forgetting how to recog-
nize other scenes.

These rehearsal difficulties occur even if the underly-
ing models use what may appear as “natural” supervision 
through reinforcement learning and rapid reinforcement 
learning using inductive biases [6–8].

Some researchers continue to argue that backpropagation 
and rehearsal are possible in the brain (e.g., [1, 9]). Oth-
ers attribute any rehearsal found in the brain that consoli-
dates sequences of information such as paths in a maze or 
occurring uniquely in the hippocampus [10–15] as evidence 
for backpropagation and infrastructure for the unplausible 
amount rehearsal and iid shuffling. Despite the proposal of 
these models over 70 years ago, decisive evidence of back-
propagation, the rehearsing needed in iid form, underlying 
shuffling and storing mechanisms, remain to be found.

There have been efforts in the computer science field to 
address this updatability problem primarily by doing trans-
fer learning. For example, if all the layers of a deep network 
are trained on broad images found in the visual environment, 
it can be assumed that those will remain approximately the 
same. Thus, the bottom layers are fixed and only the top layer 
is learned, reducing the amount of learning. While reducing 
the problem, it does not solve it because if the top layer grows 
large (e.g., there are more than a handful say 10, 100, 1000 or 
10,000 output classes) then the rehearsal issues remain.

The core issue is the ability of the learning algorithm and 
network to learn true “one-shot” learning and be modular: to 
have the ability to add new information to one labeled class 
without affecting the information of other classes.

Concerted efforts trying to address “one-shot” learning 
by: transfer learning, adding extra information and using 
alternate algorithms on the top layer [16] have not been 
very successful [17].
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Thus, at their core backpropagation models and iid 
rehearsal are not optimal brain models because they do 
not display modularity.

Difficulties Tying the Brain Sciences Together

Subsequently, just about every neuroscientist, cognitive psy-
chologist, and most computer scientists will agree that very 
little is currently understood computationally how the brain 
recognizes information from its environment and that neu-
rons of the brain are more connected and self-regulated than 
current computational models. Thus, it is very important for 
all these fields to learn from each other.

However, insights from AI, neuroscience, and also cogni-
tive psychology are poorly integrated together as each field 
has its own priorities, funding, terms, and metrics of evalu-
ation. Many terms are defined differently in different fields 
making cross disciplinary study difficult.

Confusion Around Recurrence

For example, the term recurrent connections have different 
meanings in the computational neuroscience, computer sci-
ence, and cognitive psychology communities.

In computer science, recurrent means an output used 
back as an input within a paradigm of delayed inputs. It is 
a method of representing time or sequences and also called 
LSTM networks. Unfortunately, recurrent connections in 
such neural networks are often confused with feedback  
back to the same inputs. Feedback back to the same inputs is 
actually never used in neural networks, because it forms an 
infinite loop and is not possible to rewind in order to gener-
ate an error signal through backpropagation.

Thus, recurrent feedback is not the same (and cannot be 
the same) as the output-modifying-its-own-input type of 
feedback, because such feedback blocks backpropagation, 
a key component of training these algorithms.

In cognitive psychology, recurrent connections mean lat-
eral connections to neighbor neurons, such as the connec-
tions of lateral inhibition in neuroscience. In cognitive psy-
chology, the term re-entrant connections are used to describe 
(regulatory) feedback back to the same inputs (Fig. 1).

So, to truly appreciate and integrate ideas, members of brain-
focused fields need to be careful with and familiarize them-
selves with the terms and key ideas developed in other fields. 
This familiarity not only covers language but also concepts.

Confusion Around Salience and the Cognitive 
Phenomena of Salience

Another example is the multiple-defined term salience  
which is often overlooked but covers an essential guiding 

principle. Salience is a dynamic process which determines 
how well certain inputs are processed or perceived. Sali-
ence changes in the brain depending on what other inputs 
or features are concurrently present or what the person is 
instructed to focus on. Salience can change based on the pat-
terns the person knows and the interaction between patterns 
that are recognized, so it is an integral part of processing. In 
cognitive psychology, there is a rich literature on salience, 
which is (again) different from salience in the computer sci-
ence community.

Salience is an integral part of processing, suggesting it is 
not a simple learned spatial filter as hypothesized in current 
computer science–based neural network literatures. Subse-
quently, in cognitive science, salience is as much more fun-
damental property of recognition than the version of salience 
popular within the computer science literature (e.g., [18]).

Salience in cognitive science is associated with a signal-
to-noise ratio during processing [19] which can be measured 
by the speed of processing or speed accuracy tradeoff given 
different inputs. These effects of salience can be measured 
both in spatial processing and by reaction times and errors 
in humans given fast stimuli.

It occurs automatically from a bottom up (through input 
interactions), which is a source of “pop-out” and difficulty 
with similarity [20, 21]. This can occur much before there 
is a chance to select a focus on spatial region. For example, 
it occurs when the display is too fast for spatial attention in 
fast-masking experiments but shows the similar interactions 
as spatial attention [22]. Salience seems to be generated “on-
the-fly” as an inseparable part of recognition mechanisms. 
For example, a certain pattern may be salient in one context 
but not another.

Fig. 1   Types of connections, architectures and terms used during rec-
ognition. In Feedforward architectures, information goes from inputs 
to outputs. In the case of sequential processing (LSTM, RNN), time 
is designated by a delay but can be unwound to a feedforward struc-
ture so backpropagation can be applied. In Lateral Inhibition, neu-
rons inhibit their neighbors either directly or indirectly via neighbors’ 
inputs, or diffuse inhibition. In Self-Feedback neurons affect their 
own inputs. This can be broken down to either positive feedback (e.g., 
Hopfield networks) or negative feedback (regulatory feedback)
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Salience is also integrated into non-spatial modalities 
which are observed in non-visual modalities with poor spa-
tial resolution such as olfaction, smell [23], and touch.

Thus, an account of salience must be integral to any 
computation account of recognition models. Subse-
quently, current AI-based models of the brain, even if 
they have the computer science term “salience,” lack the 
cognitive version and concept of salience. Computer sci-
ence salience is not the integrated mechanism seen in 
the brain, which is spatial and does not address salience 
based on dynamic state of mind of the perceiver (focus, 
goal, memory, etc.). A dynamic version of salience is 
not possible within the computer science version because 
deep and neural networks cannot change easily unless 
they trained with rehearsal, which would take too long in 
a real life–like environment.

There are models in computer science such as Bayes-
ian networks that are more changeable and subsequently 
more brain-like but they are not a connectionist. They  
do not describe individual connections between neurons. 
The connections are more abstract and statistical; the con-
nections are described as statistical likelihoods. Moreo-
ver, such models are not as scalable to large networks. 
Thus, while Bayesian networks are important conceptu-
ally, they are not a viable model of the brain either. Neu-
ral networks are more realistic than Bayesian networks 
because they are a connectionist, but neither of their 
learning paradigms are realistic. Thus, it is important  
to look for more models that are a connectionist but incor-
porate more feedback.

Two more guiding principles often overlooked in com-
puter science but present in neuroscience and display 
ubiquitous evidence of feedback are excitation-inhibition 
balance and homeostatic plasticity.

Excitation‑Inhibition Balance

If neurons of a brain are at a resting state and are presented 
with a new or unexpected stimulus, the neurons show a fast 
peak response to the stimulus followed by a slower change 
to a subsequent new steady state response. This is called 
excitation-inhibition balance (e.g., [24–27]).

Brain activation increases quickly then decreases slowly 
towards baseline, seen in variety of organisms, sensory 
modalities, isolated dissections, and neurons grown in 
dish. Excitation is balanced by inhibition through some 
sort of feedback during recognition. Excitation-inhibition 
balance is usually modeled with direct excitatory con-
nections and diffuses poorly defined inhibition back. The 
feedback responsible is poorly understood and begs for a 
good scalable model that also reveals the feedback’s math-
ematical and computational role.

Brain recordings commonly show a network-wide burst-
ing with novel patterns where many neurons initially acti-
vate and the system slowly quiets down which is not pre-
sent in “neural networks” models of recognition (Fig. 2).

Homeostatic Plasticity

Homeostatic plasticity refers to a form of neural plasticity 
that maintains the stability and balance of neuronal activ-
ity within a neural network. It is a fundamental mechanism 
that allows the nervous system to regulate its own activity 
and maintain optimal functioning. The key principle behind 
homeostatic plasticity is that it aims to maintain the over-
all activity level of a neuron or a network within a certain  
target range, often referred to as the set point. If neuronal 
activity becomes too low or too high, homeostatic mecha-
nisms kick in to restore the activity back to the desired range. 
Classic neuroscience studies of the likes of Marder and Tur-
rigiano reveal homeostatic plasticity the ability of connected 
pre-synaptic and post-synaptic (input and output) neurons to 
regulate their firing rates using multiple mechanisms such 
that activation and response tend towards a fixed setpoint. 
Homeostatic plasticity suggests every neuron connection is 
regulated, and the multiple mechanisms involved suggests 
this is a key configuration of the brain.

Fig. 2   Example of neuron recordings from auditory cortex and sur-
rounding regions in response to sound stimuli (modified from [28])
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Thus, neurons do not exist in isolation instead are in a 
delicate excitation-inhibition balance that is found through-
out the brain [24–27]. Neurons are regulated through pre-
synaptic processes governing homeostatic plasticity [29–31]. 
This means inputs (neurons) are adjusted and closely regu-
lated based on their connected outputs (neurons). In studies 
on homeostatic plasticity, this is revealed by making, for 
example, output neurons fire stronger. What is found is that 
over time input neurons fire less. They are regulated in a way 
where the pre-synaptic or input neuron must know about 
the post-synaptic or output neuron in order to balance the 
signaling.

Moreover a concert of internal neuron machinery may 
interchangeably contribute to this regulation; thus, it must 
be very important for the neural system.

Feedback directly back to inputs is counterintuitive 
because the neurons ultimately shut off inputs that activate 
them, but this can be done gradually over forward-backwards 
iterations setting up a tug of war situation between neurons 
that can perform an important role of recognition.

So maybe the core computational unit is not a feedfor-
ward “neural network” neuron but a combination of post-
synaptic neurons coupled to pre-synaptic neurons in a regu-
latory way.

Computational Architectures Forming the Basis 
of Current Modeling

We designate architectures by connection types between 
neurons that process information (see Fig. 1) during recogni-
tion inference (as opposed to during learning). The simplest 
model is where neurons directly activate neurons down-
stream (from inputs to outputs) by their connection strength. 
This is designated as feedforward architectures and is the 
basis of not only deep networks and machine learning mod-
els but also computer science “recurrent” and reinforcement 
learning models. Computer science “recurrent” connections 
are considered feedforward because they designate inputs 
after a time-step. Those time-steps can be rewound in time 

determining a feedforward structure. These types of feed-
forward structures can then be trained by backpropagation.

Another type of connection, that is popular in brain archi-
tecture models, is lateral inhibition of neighbor neurons 
which is feedforward combined with side connections where 
neurons can inhibit other neurons in the same layer. Some-
times the inhibition is to other neuron’s inputs but the key is 
that they are not back to the same inputs that activate them. 
So this kind of connection (whether directly to a neighbor or 
a neighbor’s input) inhibits a neuron’s neighbors.

Lateral inhibition or inhibition of neighbors makes sense 
in some cases such as low-level vision close to where infor-
mation comes into the brain. This type of inhibition is one 
account for center-surround visual sensitivity patterns seen 
in retina and early experiments in the V1 region of the brain 
based on anesthetized animals. Not only may these patterns 
not hold in awake animals, but when considering higher 
level representations of the brain, where neurons represent 
more complex patterns, this can lead to a large number of 
connections and variables that do not make sense.

For example, if there is a neuron representing a square and 
a neuron representing a diamond, in this model, they would 
have to be connected inhibitively to each other. But then, a 
neuron representing a hexagonal pattern would have to con-
nect to those other two, and any other pattern would also need 
to connect to the others, and so would the next and next and 
next (Fig. 3). Ultimately, there could be tens of thousands 
of representations, where a neuron would need to connect to 
every other representation. To the extreme, this would mean 
the brain would only be able to represent one idea at a time.

Moreover, what does a lateral connection and its weight really 
mean in the high level? How much should neurons that represent 
scissors inhibit the neurons that represent the bell? And does that 
number really mean anything useful for computation?

Neuroscience modelers that promote the lateral inhibi-
tion narrative use what is called mean-field models (e.g., 
[32, 33]). Mean field models are a class of mathematical 
models used in neuroscience to describe the collective 
behavior of large populations of neurons. They simplify the 
complex interactions between individual neurons and focus 

Fig. 3   Left: high level represen-
tations would ultimately need 
to connect to each other with 
lateral inhibition. Lateral inhibi-
tion is a reasonable model for 
center surround patterns seen 
in the retina but they make less 
sense for complex representa-
tions (right)

0.8?
� �

What does a lateral weight value 
between neurons represen�ng 

scissors and bell mean?
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on characterizing the average behavior of the population. 
These models are based on the assumption that the behavior 
of individual neurons can be approximated by their average 
properties and that the interactions between neurons can be 
effectively described by their mean influences on each other. 
Mean-field models morph the lateral inhibition problem into 
another one by assuming that all of the connections are sta-
tistical. This causes a problem where these types of models 
are no longer a connectionist, like Bayesian models, and are 
just an estimate of how the network might function. Mean-
field models not only lose computational functionality, they 
also do not really solve the problem of determining the sig-
nificance or relevance of individual lateral connections.

An understanding of these connection architectures is 
essential to understanding the limits of theories and theo-
retical frameworks.

Theoretical Frameworks and the Roles 
of Underlying Architectures

There are several frameworks and theories that describe in 
words what may seem like feedback to the inputs during 
recognition but are implemented by the more-limiting con-
nection types.

For example, according to predictive coding theory, the 
brain generates top-down predictions about the causes of 
sensory input based on prior knowledge and internal models 
[34]. These predictions are then compared with the actual 
sensory input received from the environment. Any discrepan-
cies between the predictions and the actual input are referred 
to as prediction errors. The brain’s goal is to minimize these 
prediction errors by updating its internal models and generat-
ing new predictions. This theory is primarily implemented by 
feedforward models and backpropagation. Feedforward rec-
ognition does not generate error, the backpropagation algo-
rithms do, but they also require iid rehearsal to be successful.

Thus, predictive coding is a bit ambiguous because it can 
potentially describe a process that occurs during recognition 
(using feedback connections to inputs) or during learning 
(feedforward connections combined with backprop during 
learning). Most authors only consider predictive coding for 
learning, defaulting into standard feedforward models.

A similar theoretical framework is the free energy princi-
ple proposed by Friston [35]. It provides a unifying perspec-
tive on brain function, perception, and action, and it aims 
to explain how organisms maintain their internal states in 
a changing environment. At its core, the free energy prin-
ciple is based on the idea that the brain’s primary goal is to 
minimize surprise or uncertainty about the world; it is like 
predictive coding but applied broader. It suggests that the 
brain constantly generates and updates internal models of 
the world, referred to as generative models or “predictions.” 

These models represent the brain’s beliefs about the causes 
of sensory input and the consequences of its own actions. 
It argues that the brain minimizes a quantity called “free 
energy” which is a measure of the difference between the 
predicted sensory input generated by the internal models 
and the actual sensory input received from the environment. 
Minimizing free energy is equivalent to minimizing surprise 
and maintaining a coherent understanding of the world. Free 
energy is extended to active inference where perception and 
action are closely intertwined. Perception involves actively 
gathering sensory information that reduces uncertainty or 
surprise, while action serves to actively shape the sensory 
input by interacting with the environment and gathering evi-
dence to confirm or update the internal models. The organ-
ism’s behavior is driven by the desire to minimize surprise 
and maintain a coherent understanding of the world. By 
looking at behavior, this framework focuses more on what 
happens during recognition. The minimization of surprise 
is analogous to the minimization of error of predictive cod-
ing, and this theory is primarily implemented by Bayesian 
methods as opposed to feedforward models.

Yet another related framework is proposed using Hierar-
chical Temporal Memory (HTM) [36] in the book “On Intel-
ligence,” where Jeff Hawkins argues that the brain operates 
as a prediction machine, constantly generating and updating 
models of the world based on sensory input. This theory is 
primarily implemented by lateral inhibition.

The frameworks expand on how error is corrected and are 
implemented either with lateral inhibition, Bayesian models 
or feedforward models combined with lateral inhibition or 
backpropagation since feedforward models do not generate 
error in themselves. Thus, they suffer from scalability, con-
nectivity, or iid rehearsal limitations and none implement 
feedback back to the inputs.

These ideas have been expanded upon with additional 
generative models through Bayesian methods (which are 
not scalable) or adversarial models such as using AutoAs-
sociative encoder/decoders (some which are supervised and 
some unsupervised) which can find a solution then generate 
an approximation of the original input [37–39]. This regen-
eration allows feedback to inputs, in spirit, in the form of 
recreating the input, but it does not feedback to pre-synap-
tic inputs of neurons. Moreover, the fundamental mecha-
nisms used remain backpropagation which suffers from iid 
rehearsal in both directions.

Biased Competition

A cognitive neuroscience framework of biased competition 
originally proposed by Desimone and Duncan [40] is even 
more difficult to implement in a scalable manner with feed-
forward methods or lateral inhibition. Biased competition 
describes how different neural representations or processes 
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within the brain compete for limited neural resources and 
influence each other’s activation or suppression. It refers  
to the idea that the processing and representation of sen-
sory information are influenced by the relative strength or  
salience of competing inputs or stimuli. In the context of  
perception, biased competition suggests that when multi-
ple sensory stimuli or inputs are present, they compete for 
processing resources, and the brain selectively amplifies or 
enhances the representation of the most relevant or salient 
stimulus while suppressing the processing of less relevant 
stimuli. The competition can be biased based on factors such  
as stimulus intensity, novelty, attentional focus, or task rele-
vance. This biased competition occurs across different levels  
of neural processing, from sensory areas to higher order  
cortical regions. For example, in visual processing, neurons 
throughout visual areas compete for processing resources, 
and the neurons representing the attended or behaviorally 
relevant stimulus tend to be selectively enhanced, while the 
representations of irrelevant stimuli are suppressed. Biased 
competition is thought to play a crucial role in attentional 
processes and cognitive control but also recognition. It 
allows the brain to allocate its limited processing resources  
selectively and efficiently and is closely integrated with (cog-
nitive) salience, and difficulty with similarity.

Potential Academic Pitfalls from Lack of Scalability 
and Too Many Parameters

Briefly stepping back from specific frameworks and archi-
tectures and looking at general research and modeling, too 
many parameters in data acquisition and modeling are a 
scourge. Although the experimental community provides 
the most important data, general models that the experi-
mental communities prefer (both experimental neurosci-
ence and cognitive psychology) are large overparameterized 
networks with a large number of parameters that can be 
used to match data of a narrow experiment perfectly. Thus, 
large-parameterized models are very popular to fit data. The 
problem with overparameterization is there may be many 
parameters that can solve the same problem and choosing 
between them is arbitrary. This is related to the concept 
of over-fitting; sometimes described in the computer sci-
ence literature (but too often ignored in other fields). While 
neuroscience and cognitive communities can model any of 
their phenomena with enough parameters, models with huge 
parameter spaces that are changed for each type of experi-
ment, are less desirable.

Even worse, data processing, analysis and results using 
too many parameters is vulnerable to human fallibility in the 
face of academic pressures. Science is based on repeatability 
and there is a scientific measure of repeatability that is uni-
formly adopted for experiments. This definition is formally 
described as a p value 0.05 (two standard deviations) and 

guided by the mathematics of chance. However, despite these 
requirements, published academic papers face a repeatabil-
ity crisis where papers are 60–90% non-repeatable [41, 42] 
depending on the field. This does not seem to have changed 
even after the original expository studies [43, 44]. All fields 
are vulnerable including computer science [45]. One reveal-
ing example in cognitive neuroscience is the overparameter-
ized methods used to get signals out of fMRI studies. This 
has resulted in dubious techniques culminating in the dead 
fish finding where in a standard experiment, it is possible to 
substitute a test subject with a dead fish and still get data [46, 
47]. Note this exposition was not published officially in the 
field’s literature but is essential to gain insight into underly-
ing problems and insights in the field.

Overparameterization combined with human issues make 
multidisciplinary approaches even more difficult because it 
takes being immersed in the field to really understand what 
studies have been verified correctly.

Thus, from many perspectives, minimizing degrees of 
freedom (the number of parameters) is essential in research 
and models. Models that show the most amount of phe-
nomena (e.g., multiple phenomena across multiple disci-
plines) with the least amount of free parameters are better. 
However, I have found too often that “we already have 
a working model” for a limited experiment is a justifica-
tion for not looking any further regardless of number of 
parameters.

Returning to architectures of neural modeling, there is 
one architecture during recognition that is relatively over-
looked that can fit many experiments, minimize parameters, 
and fit multiple frameworks.

Self‑Feedback to Inputs

Although found throughout the brain, sensory recognition 
regions, the thalamus and cortex; the least likely considered 
connection in the theoretical community is pre-synaptic 
feedback, also known as top-down feedback (although this is 
another term that has different meanings in different fields). 
In this configuration, outputs feed back to their own inputs 
or as I call it here self-feedback.

So, for example, information will come from the eyes 
and neurons will make a connection in the thalamus, the 
thalamus projects to the cortex of the brain, and then the 
cortex feeds back to the thalamus, which then modulates 
those same neurons that feed up to the cortex.

Most theorists prefer feedforward and lateral inhibition 
connections. Part of the reason is that feedback connections 
are very difficult: they are very difficult to stabilize, analyze 
mathematically, and understand. The other reason is because 
of the popularity of feedforward models in computer science 
“deep neural networks” where tools are readily available. 
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But that does not change the fact that the brain has feedback 
connections and that they are important.

The most popular model that uses pre-synaptic feedback 
to the inputs is Hopfield networks [48]. Confusingly, this 
literature calls the connections recurrent like in psychol-
ogy, but they are different than those in computer science 
that can use backpropagation. The feedback in Hopfield 
networks is self-reinforcing or borrowing nomenclature 
from engineering: positive feedback. An activated output 
activates its own inputs and accelerates its own activation, 
leading to runaway activation. This model is used as a 
memory system where degraded inputs can be given and 
the network completes the rest of the pattern.

Currently, very few popular models utilize negative 
or regulatory feedback back to inputs. Again, borrowing 
nomenclature from engineering, this is negative feedback. 
This type of feedback may be initially counterintuitive as 
neurons will inhibit their own inputs. However, examples 
of physical systems using this configuration are actually 
common and include a simple thermostat-heater configu-
ration where the thermostat will send a signal to stop heat-
ing when a threshold is met.

My proposal at its core is an architecture change: that 
recognition networks are primarily based on pre-synaptic 
self-inhibition (not feedforward or lateral inhibition). Neu-
ron activity is highly regulated by pre-synaptic feedback 
activity as evidenced by feedback loops in the brain and evi-
dence for homeostatic plasticity and excitation-inhibition  
balance [49–53]. Computationally, regulatory feedback 
models using pre-synaptic inhibition do more work during  
recognition than feedforward models, but this allows sim-
pler and faster learning without rehearsal or iid require-
ments, avoiding catastrophic forgetting. Moreover, without 
additional parameters, the architecture inherently produces 
phenomena such as network-wide bursting when a pattern 
is initially presented, and cognitive phenomena of salience 
and difficulty with similarity [49–51]. This is a connection-
ist method with no statistical assumptions of Mean Field or  
Bayesian methods.

From a framework perspective, this architecture fits into 
the frameworks of predictive coding, free energy, minimiz-
ing free energy, surprise, and unused inputs. The caveat is 
that it is achieving these processes during recognition (not 
during learning). The gradient during recognition occurring 
via feedback is not finding weights, it is finding activations 
using the input to output and output back to its pre-synaptic 
inputs. Through the bidirectional self-excitation inhibition 
balance, it determines the inputs are best used (with the best 
match and least duplicity) by the outputs. The bidirectional 
weights themselves can be learned with simple (original) 
classic Hebbian Learning [54] as described before that term 
was co-opted to fit feedforward learning, using “what fires 

together wires together.” This simplifies learning and restric-
tive rehearsal.

Additionally, with only a parameter for bias (selectively 
sustained increased activation) of output neurons, regulatory 
feedback displays biased competition. These multidiscipli-
nary results with one architecture change suggest that the 
brain is using negative feedback as a primary mechanism 
for recognition.

But the direction is from computer science to brain sci-
ence, not from brain science to computer science. Introduc-
ing any other model than a feedforward model is an uphill 
battle, so science is stuck using computer science–based 
feedforward models for the foreseeable future. 
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