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ACT-R (Anderson et al, 2004) is a cognitive architecture whose initial development was driven by modeling phenomena from the psychology laboratory. As can be seen by visiting the ACT-R web site (http://act-r.psy.cmu.edu/), successful models have been developed for a wide range of tasks involving attention, learning, memory, problem solving, decision making, and language processing. Under the pressure of accommodating this range of tasks the architecture has developed fairly detailed modules that represent perceptual attention, motor programming, long-term declarative memory, goal processing, and procedural competence. Recent years have seen a major effort to apply detailed modeling approach in ACT-R to the performance of significant real-world tasks. These applications have included driving (Salvucci, 2005), aircraft maneuvering (Byrne & Kirlik, 2005), and simulated agents for computer-generated forces (Best & Lebiere, 2006). 

In response to these efforts, a new variant of the ACT-R architecture called ACT-R 6.0 has been created. While it continues the basic tenets of the earlier models, it cleanly breaks out components into separate modules, such as a declarative module, a procedural module, a visual module, and a manual module The information processing in each of these modules is largely encapsulated from the information processing in others. These modules communicate with one another by putting information into buffers. A system of production rules coordinates the action of these modules. These production rules can recognize patterns in these buffers and make requests of modules. There have been three major things gained by going to this explicit modular design. First and obviously, it has been easier to develop components of the architecture separately. Second and less obviously, it has enabled us to try out different modules, often borrowed from other architectures, and to insert specific ACT-R modules into other architectures. Third and perhaps least obvious, the modules appear to have mappings to brain regions which has enabled us to use cognitive neuroscience data, particularly brain imaging, to guide the further development of models and the architecture.

This tutorial is intended for experienced users of ACT-R and will focus on four new developments in ACT-R 6.0:

1. Mapping ACT-R onto the Brain (John Anderson): The modules of ACT-R have been associated with distinct regions of the brain and fMRI data has been used to provide converging evidence for such models.   We will review the state of this knowledge and focus on the methods for collecting fMRI predictions from existing or new modules and testing their mapping onto the brain. 

2. Extending ACT-R 6.0 (Dan Bothell): We will describe the ways in which the capabilities of the architecture can be extended.  The two primary means of doing so are by adding new modules and by creating new devices with which a model can interact.  We will cover the process necessary to add a new module and describe the functionality required to implement a new device.

3. Linking to Other Architectures (Christian Lebiere): We will investigate issues involved in linking together cognitive architectures.  We will focus on a number of practical, conceptual and theoretical issues.  We will illustrate those issues on practical examples, focusing especially on the connection between the ACT-R and Leabra cognitive architectures developed for the BICA program.

4. The Representation and Learning of Instructions (Niels Taatgen): Increasingly, ACT-R models are learning their task-specific production rules based on instructions in declarative memory. We will describe the operator representation for instructions that is emerging as the most promising. This representation involves a representation of the action, combined with conditions that have to be checked before it can be executed, and the expected outcome of the action.
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